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ABSTRACT: A neural network is trained to estimate the
unknown crystallinity and temperature of Nylon 6 and its
nanocomposites while the material is undergoing cooling at
a fixed rate. The innovation of the work is that the full
spectrum captured by the laser Raman spectroscope is used
to train a neural network for estimation of crystallinity and
temperature. The small-angle light scattering (SALS) and
differential scanning calorimetry (DSC) data were used to
provide the training examples for the neural network. Re-
sults indicate that the neural network can provide reliable

estimates of the crystallinity and temperature provided that
there is a sufficient number of training data available. Neu-
ral network methodology is also efficient in establishing the
crystallization–temperature relationship as a function of
cooling rate and demonstrates the heterogeneous nucleation
effect of nanoclay in the nylon 6 matrix. © 2004 Wiley Period-
icals, Inc. J Appl Polym Sci 92: 474–483, 2004
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INTRODUCTION

The crystallinity of a polymer influences many of its
characteristics, including mechanical strength, opac-
ity, permeability, and thermal properties. In practice,
crystallinity measurements are performed for research
and development as well as for quality control after
the materials are produced. It is advantageous to be
able to measure this property as the material is being
produced. This real-time determination and ultimate
control of crystallinity during polymer processing pro-
vides a significant new capability to control the ulti-
mate properties.

There is a wide range of techniques available to
determine crystallinity. These include differential
scanning calorimetry (DSC), density, infrared spec-
troscopy, small-angle light scattering (SALS), and
wide-angle X-ray diffraction (WAXD), all of which
have a range of requirements typically not conducive
to rapid real-time crystallinity measurements. WAXD
is the exception when used with synchrotron, where
intensity of X-rays is large enough to acquire signal
with adequate intensity to capture crystallinity infor-
mation; however, this method is not very efficient at

estimating the low-crystallinity levels.1,2 Other tech-
niques also have drawbacks. For example, SALS can
be used only on thin (in the order of 5–20 �m) films.
On the other hand, it is known that Raman spectral
envelopes vary in intensity, position, or width when
the crystallinity, temperature, stress, and orientation
of a polymer are altered by the processing history.3,4

Raman spectroscopy is an efficient method for online
determination of crystallinity because it requires mi-
nor sample preparation and is fast. Raman analysis
may be carried out on any sample regardless of size
and location through the use of fiber optics. There
have been successful off-line studies on assessing the
crystallinity of polymers via Raman spectroscopy.5–17

Previous studies on the Raman spectra of various
polymers have shown that crystallinity determination
requires careful curve fitting and subsequent analysis
of specific Raman vibrational modes.5–17 In this study,
we avoid concentrating on unique Raman peaks but
involve the whole Raman spectrum; thus, all changes
in the intensity, position, and width are used by the
Neural Network methodology. Concisely, in the pro-
posed methodology, the Raman spectrum is the input
to the neural network. A set of adjustable parameters
are adjusted to obtain the desired output from the
neural network, in this case, the crystallinity and tem-
perature. We term the whole experimental and esti-
mation procedure as Raman spectroscopy with neural
network (RANN). Initial studies have also been suc-
cessfully conducted on other systems.16,18
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Numerous polymer processes such as fiber spinning
and sheet extrusion involve cooling of material from
the melt that results in crystallization that spans a
certain spatial range along the process.19–21 Heat evo-
lution during the crystallization usually is reflected in
the changes of the temperature profile along the sheet
and/or fibers and this can be detected with an infrared
camera. In this study, we will not only determine the
crystallinity but also determine the spatial variation of
temperature based solely on RANN, without the use
of external methods. Our ultimate goal is to perform
online crystallinity and temperature measurements
via Raman spectroscopy during fiber spinning of ny-
lon 6 and nylon 6 nanocomposites. An original study
has been performed by Dupee et al. on the fiber spin-
ning of nylon 6,6.17 In this article, we present our
preliminary studies on crystallization from the melt to
avoid the effects of stress and orientation involved in
fiber spinning.

EXPERIMENTAL

In this study, pure nylon 6 and nylon 6 nanocompos-
ites with 3 and 5 wt % montmorillonite clay, pur-
chased from RTP Co. (www.rtpcompany.com), were
used. Compression-molded samples of bulk nylon 6,
and nylon nanocomposites, were molten on a hot
stage (at 240°C) and cooled down at specific cooling
rates of 5, 7, 10, and 12°C/min. As a result, we were
able to follow the influence of cooling rate on the
crystallization behavior of these three materials via
Raman spectroscopy. It is now well established that
the presence of nanoclay in a polymer matrix affects
its crystallization behavior because the additive acts as
a nucleating agent.6 This causes the crystallization to
take place at higher temperatures as compared to un-
filled polymer and the degree of crystallinity to be-
come larger as well. The Raman spectra and the tem-
perature were recorded at specific time intervals dur-
ing the cooling process until the room temperature is
reached. To train a neural network with respect to
crystallinity and temperature, calibration data have to
be constructed through an independent crystallinity
measurement technique. In this study, a combination
of SALS and DSC methods are used as the indepen-
dent crystallinity measurement techniques. By use of
SALS and DSC, the crystallinity at a given time during
cooling from the melt is calculated, which in turn is
used as the true crystallinity, corresponding to the
Raman spectrum. A set of paired data for crystallinity,
true crystallinity, and the corresponding Raman spec-
trum and a set of paired data for temperature, actual
temperature, and the corresponding Raman spectrum
are used as the neural network training data.

Calibration of crystallinity by SALS and DSC

SALS measurement device consists of a laser light
source, a polarizer, a thin polymer film, and an ana-
lyzer. When crystallites form, they give rise to scatter-
ing, and depending on the relative polarization direc-
tions and the type of crystallite morphology, the an-
gular dependency of the scattering pattern varies. The
scattered light depends on the angle between polar-
izer (P) and analyzer (A). If P and A are parallel (Vv

and HH), the scattering is termed polarized, and if they
are crossed (Hv and VH), the scattering is depolarized,
which depends on the fluctuations of optical anisot-
ropy and orientation. In these experiments, we used
the depolarized light intensity, Hv method.

The SALS analysis is based on the assumption that
the polymer develops three-dimensional, spherically
symmetrical clusters of crystalline and noncrystalline
polymer-labeled spherulites. The analysis by Kober-
stein et al.22 represents the total integrated light-scat-
tering intensity from polymeric solids with respect to
the crystallization kinetics. To discuss the crystalliza-
tion kinetics from SALS, it is convenient to use the
total integrated scattered intensity (invariant) defined
as Q � �0

� I(q)q2dq, where q is the scattering vector
given from q � (4�/�r)sin(�), where �r is the wave-
length of radiation and 2� is the scattering angle be-
tween the incident and scattered ray. The Hv invariant
(QHv) is proportional to the mean square anisotropy
within spherulites �2 by

QHv �
K
15 ��2� (1)

where K is a product of physical constants.
The value of �2 for a random assembly of spheru-

lites in an isotropic matrix is related to the volume
fraction �S of spherulites and the spherulite anisot-
ropy (�r � �t)s by:

��2� � �s��r 	 �t�s
2 (2)

where �r and �t are the radial and tangential polariz-
abilities, respectively. In other terms

��2� � �s	�cr,sfcr,s�cr
0 
 �1 	 �cr,s�fam,s�am

0 
 �F

2

(3)

where �cr,s is the volume fraction crystallinity within a
spherulite, fcr,s and fam,s are the orientation correlation
functions of the crystalline and noncrystalline seg-
ments with respect to the radius of the spherulite, and
�cr

0 and �am
0 are the intrinsic anisotropy of the crys-

talline and amorphous portions, �F represents the
form anisotropy arising from the effect of the crystal–
amorphous boundary on the internal field, which is
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assumed to be negligible. Thus, a measure of the in-
variant could serve as a measure of the degree of the
crystallinity of the sample.

When the sample is fully molten, scattering does not
occur, and while the material cools down, scattering
invariant increases in proportion to the formed crys-
tallites having dimensions comparable with the wave-
length of the light. This method is particularly sensi-
tive to changes at the early stages of crystallization.

Consequently, assuming that there is a linear rela-
tion between the total light intensity (transmitted and
scattered) and crystallinity of the material, the follow-
ing steps constitute the calibration process:

1. A thin (20 �m) polymer piece is molten at 240°C
for 10 min on a hot stage to reach a complete
amorphous state, making it independent of the
previous thermal history.

2. The hot stage is programmed to cool down at a
particular cooling rate to 30°C. A CCD camera
captures the image and the total intensity of the
image is determined every 12 s.

3. The total intensity (scattered and transmitted) is
assumed to be proportional to crystallinity.
When the total intensity is plotted with respect
to time (or temperature), it follows a sigmoidal
curve, according to the generalized Avrami
equation23

� � 1 	 e��0
t K�T���� dr (4)

where � is the crystallinity and the nonlinear
function K(T) represents the temperature de-
pendency of the crystallization rate. When a
fixed cooling rate (dT/d�) is followed as in the
case of this study, the crystallinity can be writ-
ten as a function of temperature as:

� � 1 	 e��1/�dT/d�� �0
T K�T���� dT (5)

The minimum point on the sigmoidal curve rep-
resented by (5) corresponds to zero crystallinity
and the maximum point corresponds to the final
crystallinity.

4. The ultimate crystallinity of the film at the end
of step 2 is determined by DSC in a separate
experiment.

5. The sigmoidal total intensity curve is calibrated
in terms of crystallinity as follows: The final
(maximum) intensity value on the curve is as-
sumed to correspond to the ultimate crystallin-
ity value obtained in the DSC experiment of
step 4. This effectively means that a linear rela-
tion is assumed between the total intensity and
the material crystallinity.

An example of changes in light intensity in SALS with
respect to cooling time and changes in crystallinity as
a function of time is presented in Figure 1.

Once the true crystallinity and the true temperature
at a given time during cooling are known, the neural
network can be trained by using temperature–crystal-
linity data. When the neural network is trained, the
crystallinity and the temperature can be estimated
from an independent Raman spectrum by using the
trained network.

Structure and training of neural network

The fundamental idea of neural networks is to adjust
connection strengths (weights) between network ele-
ments (neurons) so that a particular input to the net-
work leads to a specific target output. The structure of
the network is changed by adjusting the weights so
that the network learns the dynamics of the target. In
this article, first the Raman spectra acquired during
crystallization from the melt are analyzed. The inten-
sity data in the regions where the most significant
spectral changes occur are recorded. The Raman wave

Figure 1 Changes in SALS intensity (a) and degree of
crystallinity (b) during cooling from the melt for a pure
nylon 6 sample cooled at 5°C/min. The degree of crystallin-
ity is calculated by a normalization procedure based on the
original SALS data in (a) and the DSC of the crystallized
material (which is 22% in this case), as explained in the text.
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shifts of these regions are 700-1800 and 2500–3000
cm�1 for our experiments, as shown in Figure 2. The
selected intensity data are first transformed into its
corresponding eigenvectors and supplied to the neu-
rons of the first layer in the neural network. The
details of this initial data reduction will be given
shortly. The number of training samples (spectra and
the corresponding crystallinities and temperatures)
depends on the cooling rate and the minimum sam-
pling time requirements of the Raman spectrometer.

During the training phase, the spectra at a given
instant are the input to the network. The outputs of the
neural network are the crystallinity and temperature
at the same time instant. The network is thus trained
with respect to both the crystallinity and the temper-
ature because the input Raman spectrum is dependent
on the thermal history of the sample where both the
crystallinity and the temperature interact. As dis-
cussed earlier, the true crystallinity is predetermined
from SALS and DSC measurements, whereas the tem-
perature is recorded according to the cooling rate. The
difference between the estimated and true crystallinity
as well as the discrepancy between the estimated and
true temperature are used as the error signal in a
back-propagation algorithm.

The training data (spectral intensities and tempera-
tures) are normalized between 0 and 1 to avoid satu-
ration in sigmoidal functions used by the neurons.
This is performed by dividing each crystallinity value
by 0.27, the maximum crystallinity achievable under
the test conditions, and by dividing each temperature
data by 240°C, the maximum melt temperature. The
resulting crystallinities and temperatures are termed
normalized percent crystallinity and normalized tem-
perature, respectively. A general representation of the
described neural network is given in Figure 3.

Our optimized neural network is created through a
two-layer feed-forward back-propagation network, as

shown in Figure 3. We assume that each column of the
data matrix D below represents the intensities of one
observed Raman spectrum at the selected wave shifts,

D � �
d1,1 d1,2 . . . d1,n

d2,1 d2,2 . . . d2,n

. . . . . .
dm,1 dm,2 . . . dm,n

� ; D � Rmxn (6)

Therefore, each spectrum is represented by (m) num-
ber of spectral intensities and a total of (n) spectrum
exist, typically m �� n. The dispersion matrix Z that
represents the variation in the data and is computed as

Z � DTD; Z � Rnxn (7)

Significant data compression can be achieved by ex-
pressing the data matrix D in terms of the eigenvectors
of the dispersion matrix Z. To this end, we first use the
singular value decomposition and express the disper-
sion matrix in terms of its eigenvalues and eigenvec-
tors, for instance,

Z � L�LT (8)

where L contains the eigenvectors (li) and � has the
eigenvalues (�i) of Z as

L � � l11 l21 lk1 � ln1

l12 l22 lk2 � ln2

l1n l2n lkn � lnn

� ; � � �
�1 0 0 0
0 �2 0 0
0 0 � 0
0 0 0 �n

�
(9)

Because the eigenvectors are orthonormal (i.e., LTL
� LLT � I), we can write the data matrix as

Figure 3 General structure of a neural network. The neural
network receives the intensities from each Raman spectrum
during cooling of a material from the melt and is trained to
estimate the process outputs, which are the crystallinity and
the temperature of the material in this study.

Figure 2 Raman spectra of a 3% nanocomposite sample in
the melt state (amorphous) and in the crystallized state at
the end of cooling at 5°C/min. The selected regions are used
in training the neural network throughout the cooling pro-
cess.
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D � DLLT � FLT (10)

where F � DL � Rmxn is the factor matrix of the
Principal Component Analysis technique. The kth
spectrum of the data matrix can now be written as a
linear combination of the columns of the factor matrix
as

spectrum�k� � �
d1,k

d2,k

�
dm,k

� � �
f1,1

f1,2

�
f1,m

� � lk,1 
 . . .


 �
fn,1

fn,2

�
fn,m

� � lk,n (11)

The coefficients (lk,i; i � 1, 2,. . . , n) in this linear
expression are the elements of the eigenvectors of the
dispersion matrix, as shown in eq. (6). Incidentally,
these coefficients are referred to as the factor loadings
in the Principal Component Analysis (PCA). One can
interpret each column of the F matrix as an abstract
spectrum and the eigenvectors essentially determine
the contribution of each abstract spectrum into the
observed spectrum. Because the eigenvectors contain
condensed information about the spectrum, it is de-
cided to use the eigenvectors (i.e., the columns of LT

matrix rather than the original data matrix D as input
to the neural network). This choice significantly cuts
down the number of neurons of the neural network.
Therefore, we are effectively using the PCA to reduce
the complexity of the required neural network. The
final structure of the neural network is shown in Fig-
ure 4. The network receives the selected portion of the

Raman spectrum, D matrix, and condenses the data in
terms of the eigenvalues matrix LT on its input neu-
rons.

The transfer function of a typical neuron is chosen
as a sigmoid function. For example, for a neuron on
the first hidden layer, the neuron output is given as

yj � f� �
i�1

i�m

wijxi 
 bi� ; j � 1, 2, . . . , J; and f�

�
1

1 
 e�� (12)

The performance index PI of training is defined as the
sum of squares of the estimation error for a total of N
training samples, for instance,

PI �
1
2� �

k�1

N

ecr,k
2 
 eT,k

2 � (13)

where ecr,k is the difference between the true (from
SALS/DSC measurement) and the estimated crystal-
linity (from neural network) and eT,k is the difference
between the true (from cooling rate) and the estimated
temperature (from neural network). In our training,
we set the PI as 0.00001. The training stops when this
goal is achieved or a maximum iteration of 1000 is
reached.

The subroutine TRAINLM of the Matlab neural net-
work toolbox is used to implement the training algo-
rithm. Further details of the algorithm can be found in
refs. 24 and 25.

RESULTS AND DISCUSSION

The discussion of the results will be summarized in
two sections:

1. Training and testing is based on all available
cooling data. The data, corresponding to all
cooling rates, are divided into two sections and
one section is used for training the neural net-
work and the other section is used for evaluat-
ing the performance of the trained neural net-
work.

2. Training is based on part of the cooling rate data
and testing is based on the rest of the cooling
data. For example, the 5, 7, and 10°C/min cool-
ing rate data are used to train the network,
whereas the 12°C/min cooling rate data are
used to test the performance of the neural net-
work.

Although the training stops when a performance
index PI of 0.00001 (or a maximum iteration of 1000)
is reached, the crystallinities and temperatures esti-

Figure 4 Structure of the neural network that uses the
principal components as inputs. The input neurons of the
network receives the data condensed in terms of the eigen-
values matrix LT rather than the original Raman spectra data
matrix D.
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mated by the network are not necessarily guaran-
teed to be at their optimum values. Training with
different initial conditions can give entirely differ-
ent simulation results with an even lower perfor-
mance index. This is due to the fact that the neural
network training is essentially a minimization of a
nonlinear function; therefore, the final structure of
the neural network depends on the initial structure
of the network as well as the topology of the func-
tion minimized. We calculated the average errors
and standard deviation of crystallinity and temper-
ature estimates in all the data sets obtained. The
results presented will be based on the data with
minimum average error and standard deviation. For
example, the average error and standard deviation
for crystallinity data are calculated according to

errori � crystallinityestimated,i 	 crystallinityactual,i

(14)

Average Error �
1
N �

i�1

N

errori (15)

Standard Deviation

� 	1
N �

i�1

N

�errori 	 Average Error�2 (16)

where the subscript i refers to each crystallinity data
and N is the total number of crystallinity values in the
data set.

Results on training and testing based on all
cooling rate data

Figure 5 illustrates an example on how the network is
trained in terms of the normalized crystallinity [Fig.
5(a)] and normalized temperature [Fig. 5(b)] training
data for the 3% nanocomposite samples. The training
data contains half of all the calibration data (i.e., in
each spectrum the data is divided into two halves); the
odd numbered data are used for training and the even
numbered data are used for testing, as shown below:

Spectrum Intensities

� 	d1,i, d2,i, d3,i, d4,i, . . . , d�m�1�,i, dm,i

T

Training data � 	d1,i, d3,i, . . . , d�m�1�,i, dm,i

T

Testing data � 	d2,i, d4,i, . . . , dm,i

T

The data considered correspond to 5, 7, 10, and
12°C/min cooling rates. All the estimated and the
actual crystallinities as well as temperatures are rep-

resented as a function of the selected training data.
Figure 5(a, b) prove how one can be successful in
training a network to correctly estimate crystallinity
and temperature in the training data. The number of
sampled data decreases for the increased cooling rates
because capturing a fluorescent-free spectrum re-
quires at least 30 s, therefore limiting the number of
samples for the increased cooling rates. According to
Figure 5(a), for each cooling rate the crystallinity in-
creases smoothly and then levels off, thus following a
sigmoidal curve as expected. According to Figure 5(b),
the temperature decreases linearly and the slope of the
curve changes based on the cooling rate, again as
expected.

Next, the trained neural network is used to estimate
the crystallinity and temperature for the testing data,
which contains the other half of the whole calibration
data (even-numbered data in each data set) for 5, 7, 10,
and 12°C/min cooling rates. The results are given in
Figure 6. It is important to note here that the testing
data was not used by the neural network during train-
ing. Figure 6(a) represents the estimated and actual
normalized crystallinities for each chosen testing data,
whereas Figure 6(b) reveals the corresponding nor-

Figure 5 Trained neural network output and actual data
for normalized % crystallinities (a) and normalized temper-
atures (b) for the 3% nanocomposite samples cooled at 5, 7,
10, and 12°C/min. The training data contain half of all the
calibration data, where the odd numbered data of the col-
lected spectra are used for this figure.
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malized temperatures. We can easily observe how the
neural network methodology generates reliable re-
sults in estimating crystallinity and temperature based
on a given Raman spectrum once an accurate training
has been established. The dependence of crystallinity
and temperature on cooling rate is very well captured
by the neural network. The average error and stan-
dard deviation for crystallinity and temperature cor-
responding to the training and testing data are given
in Table I. The errors and standard deviations are truly
minor in the training data and satisfactorily small for
the testing data.

An important purpose to fulfill in this study is to
ensure that we are capable of following the effect of

cooling rate on crystallization. As the rate of cooling
increases from 5 to 12°C/min, the crystallization is
expected to be induced at lower temperatures as a
result of supercooling. Additionally, when the sam-
ples are cooled at slower cooling rates, they attain
higher crystallinity levels because they spend more
time at higher temperatures.

Figure 7 displays the normalized percent of crystal-
linity for the 5% nanocomposite as a function of nor-
malized temperature at various cooling rates. It is
obvious that the RANN demonstrates the fact that
while cooling from the melt, crystallinity development
follows a sigmoidal curve with respect to temperature;
it increases smoothly over a certain temperature range
and then levels off. At lower cooling rates, the crys-
tallization starts at higher temperatures and crystallin-
ity content reaches higher values than faster cooling
rates. Evidently, RANN is an efficient method to esti-
mate crystallinity and temperature and to confirm
their relationship in a cooling process.

The effect of nanoclay addition to the nylon 6 matrix
is observed in Figure 8, where the normalized crystal-
linity–temperature curve is presented for the samples
cooled down at 12°C/min. The nanocomposites begin
to crystallize at temperatures higher than pure nylon 6

Figure 6 Simulated (based on the trained network of Fig. 5)
and actual normalized % crystallinities and temperatures for
the 3% nanocomposite samples cooled at 5, 7, 10, and 12°C/
min. The testing data contain the other half of all the cali-
bration data, where the even-numbered data of the collected
spectra are used for this figure.

TABLE I
The Average Error and Standard Deviation, Calculated According to the Eqs. (14)–(16), for Percent Crystallinity and

Temperature on the Training and Testing Data for the 3% Nanocomposite Samples

Crystallinity Temperature

Average error Standard deviation Average error Standard deviation

Training data �3.89  10�4 9.80  10�4 1.63  10�4 0.0013
Testing data �0.0065 0.0781 �0.0101 0.0668

The cooling rates from the melt state are 5, 7, 10, and 12°C/min.

Figure 7 The normalized % crystallinity for the 5% nano-
composites cooled at 5, 7, 10, and 12°C/min as a function of
normalized temperature. This figure displays the effect of
cooling rate on the crystallization kinetics.
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and they also display larger crystallinity levels
throughout the whole cooling process. Thus, the
RANN method is successful in confirming the general
nanocomposite behavior.

In this section, we observed that when a sufficient
number of data are used to train a neural network, we
are able to successfully estimate the crystallinities and
temperatures for a range of cooling rates. In the next
section, we will investigate if the neural network
would be successful at the extreme ends of cooling
rates at which the network was not provided with the
training data, for example, if the network would be
able to estimate crystallinities for 12°C/min cooling
rate if the training data did not have such a high
cooling rate. The next section describes the behavior of
network under this condition.

Results on training and testing based on part of
the cooling rate data

Figure 9 describes the performance where that the
network is trained on only 5, 7, and 10°C/min cooling
rates and the trained network is asked to estimate the
actual crystallinity and temperature data for the 3%
nanocomposite samples cooled down at 12°C/min. It
is clear that the network successfully captures the
increase in sample crystallinity following a sigmoidal
curve [Fig. 9(a)] and the linear decrease in temperature
[Fig. 9(b)]. The average errors and standard deviations
given in the figure show that the estimations are quite
reliable. The same observations are also valid for the
simulation on the 3% nanocomposite samples cooled
at 5°C/min (Fig. 10), where the data included in the
training data corresponded to the samples cooled only
at 7, 10, and 12°C/min. The average errors are slightly

better, because a larger number of Raman spectra are
collected at slower cooling rates. Consequently, we
have shown that the RANN is capable of capturing the
fundamental relation between the temperature history
and the crystallinity.

To further analyze how the neural network captures
the dynamics, the 7°C/min data for pure nylon sam-
ples have been omitted deliberately for the next set of
experiments. First, we tried to estimate the crystallin-
ity and temperature for the 12°C/min cooling rate
data with a network trained with 5 and 10°C/min rate
of cooling. Figure 11(a) presents the normalized per-
cent of crystallinity data and their comparison to the
actual data and Figure 11(b) summarizes the results on
the normalized temperature. It is evident that the out-
come is still satisfactory. However, when we try to
approximate the crystallinity and temperature of the
samples cooled down at 5°C/min based on the train-
ing with 10 and 12°C/min data, the RANN method is
not successful. The crystallinity does not increase fol-

Figure 9 The normalized % crystallinity and normalized
temperature for the 3% nanocomposite samples cooled at
12°C/min. The training is based on the 5, 7, and 10°C/min
cooling rates data. (a) Testing of the normalized % crystal-
linity by neural network simulation. The error and standard
deviation relative to the actual crystallinity data are �0.0383
and 0.0691, respectively. (b) Testing of the normalized tem-
perature by neural network simulation. The error and stan-
dard deviation relative to the actual temperature data are
0.0201 and 0.0825, respectively.

Figure 8 The normalized % crystallinity for the pure nylon
6, 3, and 5% nanocomposites cooled at 12°C/min as a func-
tion of normalized temperature. This figure illustrates the
effect of the nanoclay in a nylon 6 matrix when crystalliza-
tion develops from the melt.
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lowing a sigmoidal curve [Fig. 12(a)] and the temper-
ature does not decrease linearly [Fig. 12(b)]. The stan-
dard deviations especially are quite large. It is most
probably not very reliable to try to reproduce a large
number of data points (20 points for the 5°C/min
cooling rate data) based on training with a limited
number of data points. Additionally, we did not in-
clude the data close (7°C/min) to the cooling rate data
in question (5°C/min) and this obviously affects the
outcome seriously.

CONCLUSION

This article is an extension of the previous study18 on
the application of RANN to measure the crystallinity
of a polymeric material online and nonintrusively
while the sample is cooled from the melt at a fixed
cooling rate. The advantage of the Neural Network is
that it makes use of the whole Raman spectrum in
calculating the crystallinity rather than concentrating
on the unique Raman peaks as is common in the

literature. We contribute to the technique introduced
by Batur et al.18 on two additional aspects:

(1) The neural network is trained with respect to
crystallinity as well as temperature by using selected
regions of Raman spectra corresponding to specific
cooling rates input to the network. The trained net-
work is then used to estimate crystallinity and tem-
perature simultaneously based on any other given
Raman spectrum. This new step would eliminate the
use of an external method such as infrared camera to
determine the cooling history of a material in an actual
process such as fiber spinning.

(2) RANN methodology is applied to nylon 6 and
nylon 6 nanocomposite samples. The aim was to in-
vestigate the effect of nanoclay addition on the crys-
tallization of the polymer matrix.

Our technique performs very satisfactorily on train-
ing a neural network to estimate crystallinity and tem-
perature of a sample based on its Raman spectrum
recorded at a given time during cooling from the

Figure 11 The normalized % crystallinity and normalized
temperature for the pure nylon 6 samples cooled at 12°C/
min. The training includes only 5 and 10°C/min cooling rate
data. (a) Comparison of the normalized % crystallinity sim-
ulated by neural network to the actual crystallinity data. The
error and standard deviation are 0.0554 and 0.0872, respec-
tively. (b) Comparison of the normalized temperature sim-
ulated by neural network to the actual temperature data.
The error and standard deviation are 0.0079 and 0.0974,
respectively.

Figure 10 The normalized % crystallinity and normalized
temperature for the 3% nanocomposite samples cooled at
5°C/min. The training is based on the 7, 10, and 12°C/min
cooling rates data. (a) Testing of the normalized % crystal-
linity by neural network simulation. The error and standard
deviation relative to the actual crystallinity data are �0.0125
and 0.0713, respectively. (b) Testing of the normalized tem-
perature by neural network simulation. The error and stan-
dard deviation relative to the actual temperature data are
�0.0014 and 0.0657, respectively.
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amorphous state. The trained network is then success-
fully used to determine these parameters on various
samples cooled down at the same or different cooling
rates. This technique lets us follow the dependence of
crystallinity and temperature on cooling and cooling
rate: As the temperature decreases, the estimated crys-
tallinity increases smoothly over a certain temperature
(time) range and levels off. Also, as expected, the
temperature decreases linearly with a changing slope
according to the cooling rate. We are also able to
confirm that the crystallization is induced at a lower
temperature as the cooling rate increases and that
those samples attain a lower degree of crystallinity.

RANN has also proved to be a useful method in
confirming the general nanocomposite crystallization
behavior: The nanocomposites begin to crystallize at
temperatures higher than the bulk polymer and dis-
play larger crystallinity levels during the entire cool-
ing process.

An important observation is that one needs a suffi-
cient number of data points to train the neural net-
work to effectively estimate the crystallinities and
temperatures. One also needs to cover a large range of
cooling rates to simulate the process parameters at the
extreme conditions to capture the fundamental rela-
tion between crystallinity and the temperature history.
In an actual process such as fiber spinning, the cooling
rate and initial conditions may not be identified a
priori. Consequently, one needs to include a wider
range of supplementary processing conditions; other-
wise, the network may capture only a partial informa-
tion about the process dynamics.

The first author thanks the College of Engineering at the
University of Akron for financial support.
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Figure 12 The normalized % crystallinity and normalized
temperature for the pure nylon 6 samples cooled at 5°C/
min. The training includes only 10 and 12°C/min cooling
rate data. (a) Comparison of the normalized % crystallinity
simulated by neural network to the actual crystallinity data.
The error and standard deviation are 0.0102 and 0.1747,
respectively. (b) Comparison of the normalized temperature
simulated by neural network to the actual temperature data.
The error and standard deviation are 0.0509 and 0.2249,
respectively.
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